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Hume’s Problem of Induction

Q: fyou observe 500 black ravens, what
basis do you have for supposing that the
next one you observe will also bbe black?




Thoughts?

o Bayes' Theorem
o0 Assumes allravens are drawn from same distribution
* Computational Learning Theory

© Leaming does happen buthow?
o Notequalfooting.
0 Whydoesthis work?



PAC-learning (Probably Approximately Correct)

High probability= mostly correct predictions

S samplespace

§. concept

C: Concept class

D: proba bility distribution

Goal: given m examples x; dvaww independently. €rom D, we know t(x,) »
output hypothesis language h such that h disagvees with § no mere than
g of the time




Equation and Visualization

* ervor(h) = Ph() qﬁf@\)\x draunftrom D) 2 &

Instance space X

Where ¢

and h disagyee.




Valiant's Theorem

® In ordevforthe outputhypothnesis hto agree with | - £ of te€utuve data
draww from D with probability. | -S> over the dnoice of samples, it Sutticesto
find any-hypothesis hthat agrees with:

Lo 1€)
P g

samples chosen independentlyfrom D.




Proof

e Badhypothesish
o0 Disagrees with §€orat|east € €raction of data
o Thus: Pr{hx)= $x), ..., h(%) = fxa]<(1-)™
o Prvobabilitythatthere exists a bad hypothegis h in Cthatagrees with sample
datak
o Pr(there existsa bad h that agvees with §forall samples] < ICI(1-€)™
e Setequalto § and solve for m;

e =zl a,(ld)




Further Exploration

o Infinite concept dasses? Rectanglein plane?
e Shatteving, VC Dimension



Thank you!



